LiteForm: Lightweight and Automatic Format Composition for
Sparse Matrix-Matrix Multiplication on GPUs

Zhen Peng
zhen.peng@pnnl.gov
Pacific Northwest National Laboratory
Richland, WA, USA

Jacques Pienaar”
jpienaar@google.com
Google
Mountain View, CA, USA

ABSTRACT

Graphics Processing Units (GPUs) have excelled in parallelism and
high throughput for dense, regular computations in modern comput-
ing. However, sparse computations, such as sparse matrix-matrix
multiplication (SpMM), are essential for large-scale, data-intensive
applications, where much of the data is inherently sparse. The
challenge lies in the sparsity and irregularity of sparse matrices or
tensors, which makes achieving high performance on GPU archi-
tectures difficult. Consequently, the utilization of suitable sparse
data formats is imperative for achieving computational efficiency.
Traditional computational libraries often require input in specific
formats, which may not accommodate the diversity of matrix char-
acteristics or the varying sparse patterns within a single matrix.
While some frameworks support composable formats, they often
lack guidance on how to compose these formats effectively or re-
quire costly auto-tuning for optimal performance. In this paper, we
introduce LiteForm, a novel, lightweight framework designed to
automatically compose sparse formats for SpMM computation. We
start by presenting CELL, a composable format featuring a three-
level blockwise representation that optimizes sparse data for GPUs.
LiteForm uses this format and composes it based on the input’s
characteristics. First, it employs a lightweight model trained to
predict whether the CELL format will yield good performance for
a given sparse input matrix. Then LiteForm uses a low-overhead
predictor and an SpMM cost model to automatically configure the
format according to the characteristics of the input matrix. Our
experimental evaluation indicates that LiteForm achieves a geomet-
ric mean speedup of 2.06X, 1.81X, 1.77X, and 4.18X in comparison
to cuSPARSE, Sputnik, dgSPARSE, and TACO, respectively, and
demonstrates speedups of 1.26X and 1.52X over state-of-the-art
SparseTIR and STile, respectively.
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1 INTRODUCTION

Graphics Processing Units (GPUs) have become the cornerstone
of modern high-performance computing, driving advancements
in fields such as deep learning [31], computational physics [7],
and bioinformatics [57]. In today’s landscape of large language
models (LLMs), the number of GPUs an organization possesses
is a key indicator of its ability to compete in model training. The
efficacy of GPUs is fundamentally attributed to their ability to
conduct highly parallel data operations and memory access with
efficiency by executing identical operations across multiple data
points concurrently, thereby rendering them especially suitable for
dense and regular computational tasks.

Conversely, sparse computation emphasizes executing algebraic
processes on sparse matrices or tensors—where the majority of com-
ponents are zeros—by prioritizing the non-zero elements and omit-
ting computations related to zero elements. Among them, sparse
matrix-matrix multiplication (SpMM) computes the product of a
sparse matrix and a dense matrix by storing only the non-zero
elements (as shown in Algorithm 1), thereby avoiding unnecessary
computations. Sparse computation is vital in various domains, in-
cluding machine learning [23], graph analysis [46], and scientific
simulations [59], because of its efficiency in both memory usage
and computational speed. Its importance also extends to data an-
alytics, allowing scalable analysis of extremely large but sparsely
populated datasets, which are common in genomic studies [42],
social network analyses [5], and recommendation systems [17].


https://orcid.org/0000-0003-2431-6037
https://orcid.org/0000-0002-4299-570X
https://orcid.org/0000-0003-0443-7624
https://orcid.org/0000-0002-9105-5634
https://creativecommons.org/licenses/by/4.0/legalcode
https://creativecommons.org/licenses/by/4.0/legalcode
https://doi.org/10.1145/3731545.3731574
https://doi.org/10.1145/3731545.3731574

HPDC ’25, July 20-23, 2025, Notre Dame, IN, USA

Algorithm 1: SpMM Cjj = Ay - By j, A is in CSR format.

Input: row pointers array rowPtr, column indices array
colInd, values array val, number of rows I in A,
number of columns J in B, dense matrix B
Output: dense matrix C
1 Function SpMM(rowPtr, collnd, val, I, J, B):
fori=0toldo
forj=0to ] do
for pos = rowPtr[i] to rowPtr[i+1] do
5 L k = colInd[pos];
Clil[j] += val[pos] = B[k][j];

oW N

7 return C;

Sparse computation on GPUs presents significant challenges due
to their architectural design, which is optimized for dense and reg-
ular computations [53]. First, irregular memory access patterns in
sparse operations lead to inefficient use of GPU memory bandwidth
and cache [23], while GPUs are optimized with coalesced memory
access in dense computations. Second, sparsity results in an uneven
distribution of workloads across GPU threads, with certain threads
handling a greater number of non-zero elements. This imbalance
contributes to the overhead of synchronization and the inefficient
use of parallel resources [2]. Third, warp divergence arises from the
conditional nature of sparse computation, causing threads within a
warp to follow different execution paths [66], which reduces the
efficiency of Single Instruction, Multiple Threads (SIMT) operations.

Choosing the right sparse format is crucial for optimal GPU
performance because each format involves trade-offs in terms of
memory usage, computational efficiency, and data access. The ap-
propriate format depends on the matrix’s sparsity pattern and the
specific operations being performed. Each sparse matrix has unique
characteristics, making it challenging to find a single format that
performs well across all matrices. Moreover, a single matrix can
contain different sections with varying non-zero patterns, further
complicating the selection process. The problem of sparse matrix
decomposition has been proven to be NP-hard, highlighting the
complexity of this task [15]. An ill-suited format can lead to sub-
optimal performance, underscoring the importance of selecting a
format that effectively balances these trade-offs.

Existing efforts to address the challenge of suboptimal perfor-
mance in sparse computation have focused on either optimizing
fixed formats or supporting composable formats. Libraries like
NVIDIA cuSPARSE [38]and Triton [51] offer highly optimized,
target-specific sparse kernels. Although these kernels can deliver
high performance, their efficiency varies depending on inputs and
sparse formats, often requiring users to experiment and find the
most suitable format. Recent advances in composable formats, such
as SparseTIR [63] and STile [15], provide frameworks to create cus-
tomized formats for specific matrices. However, these approaches
often lack clear guidance on how to compose optimal formats or
require costly auto-tuning per input, making them increasingly
impractical when the number of inputs increases.

In this paper, we introduce LiteForm, a novel, lightweight frame-
work that automatically composes formats for Sp)MM on GPUs.
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First, we design the Composable Ellpack (CELL) format, specifically
tailored for GPU architectures. CELL uses a three-level blockwise
data structure that improves data locality and load balancing. It
divides columns into partitions and enhances the traditional Ell-
pack format by allowing flexible row lengths, grouping rows with
similar lengths into buckets, and clustering non-zero elements into
blocks. Second, LiteForm incorporates a lightweight machine learn-
ing model to predict whether a given sparse matrix should use the
CELL format. This model is trained on basic matrix features like
dimensions, non-zero counts, and density, avoiding the need for
costly preprocessing. Finally, LiteForm uses a low-cost classifier and
an SpMM cost model to configure the CELL format for a given ma-
trix without rerunning the kernel at runtime. In summary, LiteForm
improves data locality and warp efficiency by grouping non-zero
elements in a matrix, and ensures load balancing by keeping the
number of non-zeros consistent across the blocks, dedicating itself
to enhance GPU performance.

The contributions of this work are as follows.

e We propose the Composable Ellpack (CELL) format, which uti-
lizes a three-level blockwise data layout to improve data locality
and load balancing.

e We introduce a lightweight machine learning model trained on
basic matrix characteristics to predict whether a given sparse
matrix should be represented in the CELL format.

o We utilize a low-overhead classifier and an SpMM cost model to
configure the CELL format automatically, eliminating the need
for costly runtime auto-tuning.

LiteForm achieves a geometric mean speedup of 2.06x, 1.81X,
1.77X, and 4.18X compared to cuSPARSE, Sputnik, dgSPARSE, and
TACO, respectively, along with speedups of 1.26X and 1.52X over
state-of-the-art SparseTIR and STile, respectively, while incurring
significantly lower overhead by orders of magnitude.

2 BACKGROUND AND MOTIVATION

This section provides an overview of common sparse formats, prior
research, and their limitations, which serve as the motivation for
this work.

2.1 Sparse Formats

A sparse format determines how the values of a sparse matrix are
stored. The primary goals are to 1) minimize space by storing only
non-zeros (and zero padding when necessary), thereby eliminating
redundant computations involving zeros, and 2) enhance memory
access efficiency by organizing elements in contiguous memory.
Over time, numerous sparse storage formats have been developed,
each offering unique storage patterns and computational properties.

Elementwise Formats. Several elementwise formats have been
proposed throughout the years, including COO [43], CSR [52],
DCSR [6], Ellpack (ELL) [29], HiCOO [33], CSF [47], DIA [24],
etc. Each of these formats offers distinct advantages for different
types of computational tasks. For example, the Coordinate (COO)
format [43] stores non-zero entries by recording their full coordi-
nates, representing the matrix as a list of row and column index
pairs. This leads to redundancy, as the row index is recorded multi-
ple times for entries in the same row. In contrast, the Compressed
Sparse Row (CSR) format [52] reduces this redundancy by using
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Table 1: Prior work on Sparse Computation on GPUs.
Type Work Automatic Format Sparsity-Pattern Format Construction
Selection Awareness Overhead

cuSPARSE [38] X X Low

Triton [51] X X Low

Fixed Format TACO [30] X X Low

Sputnik [18] X X Low

dgSPARSE [12] X X Low

Auto-SpMV [4] v X Low

SpTFS [49] v X Low

Automatic Selection IA-SpGEMM [60] v X Low

AlphaSparse [13] v X Low

Seer [50] v X Low

SparseTIR [63] X v High

Composable Format STile [15] v v High

LiteForm (this work) v v Low
o g me Values Column indices However, blockwise formats also present notable challenges.
o a b ofa]b 1]s One key issue is that the padding ratio in blockwise formats can
! c The 2 be high for very sparse matrices. A high padding ratio increases
g z 12 . z nnt Lt both the memory footprint and computational overhead. Another
Caleln i Ix alolnli[i[x| o|1]2]3]5]|6 challenge arises when dealing with extremely dense rows that the
5 5 number of non-zero elements is nearly equal to the total number of
j T : L ; & columns, resembling a dense matrix. Blocks (e.g., in BCSR and ELL)

Sparse Matrix Ellpack Format

Figure 1: An example of the Ellpack format. Non-zero ele-
ments in a row are packed to the left. A long row may result
in a high amount of zero padding.

a array rowPtr to store the starting position of each row. Figure 1
shows an example of Ellpack format that stores values and column
indices in two dense matrices by packing non-zeros to the left.

Blockwise Formats. Blockwise formats divide a matrix into
smaller submatrices or blocks. For example, the Block Compressed
Sparse Row (BCSR or BSR) format [25] is the blockwise version of
CSR. In BCSR, a sparse matrix is divided into equal-sized blocks.
Any block that contains at least one non-zero element is treated as a
non-zero block, and zero padding is added to construct a full block.
Similarly, the Blocked Ellpack (BLOCKED-ELL) format [9] and
Sliced Ellpack (SLICED-ELL) format [35] are blockwise variations
of the ELL format.

In general, utilizing blocks in sparse matrix formats provides
several performance benefits on GPUs. First, values within small
blocks can be loaded into shared memory or registers, facilitating
data reuse and significantly reducing global memory accesses. Sec-
ond, the structured and regular nature of blocks enables aligned
memory accesses, which optimizes memory bandwidth utilization
and minimizes the number of memory transactions. Third, blocks
create opportunities for advanced optimizations, such as loop un-
rolling, which can enhance instruction-level parallelism and boost
overall computational efficiency.

containing these dense rows often have a substantial amount of
padding, causing the memory footprint to grow too large for GPUs
to efficiently manage. For example, in one of our experiments using
BCSR with a block size 8 x 8, we ended up with an increase in the
memory footprint of more than 60x. The padding ratio reached
as high as 99%, meaning that only 1% of the elements in a non-
zero block were actual non-zero values. This padding significantly
restricted the usage of the format to much smaller problem sizes,
limiting the performance benefits of the blockwise approach.

2.2 Prior Work on GPU Sparse Computation

Extensive research has been conducted to address the performance
challenges in sparse computations such as Sp)MM. Table 1 evaluates
the state-of-the-art approaches according to three metrics:

e Automatic Format Selection. This assesses whether the ap-
proach automatically selects the most suitable data representa-
tion from existing fixed formats for the entire input. Although
automatic selection can leverage execution history, a fixed for-
mat lacks the flexibility to accommodate varying sparsity pat-
terns across different sections of the input. As a result, it may
miss opportunities for further optimization.

o Sparsity-Pattern Awareness. In real-world applications, sparse
matrices often exhibit a wide variety of sparsity patterns. Itis cru-
cial to accommodate different matrix types, ranging from highly
irregular matrices to matrices with more predictable sparsity
patterns. Meanwhile, it is also critical to detect unique patterns
in different parts of a matrix. The ability to adapt to various
sparsity patterns ensures consistent and improved performance
across diverse scenarios.
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e Format Construction Overhead. Once the sparsity pattern of
the input is identified, determining the appropriate composition
configuration to accurately represent these patterns becomes
crucial. This process often requires extensive exploration of
the search space and may involve repeatedly running the com-
putational kernel or other microbenchmarks. These iterations
contribute to the overall format construction overhead.

Fixed Sparse Format. This set of methods focuses on optimiz-
ing kernels using fixed sparse formats. Examples include sparse
computing libraries such as NVIDIA cuSPARSE [38], Triton [51],
Sputnik [18], dgSPARSE [12], Intel MKL [26], and compilers such
as TACO [30]. Although the kernels provided by these libraries are
highly optimized, their efficiency varies depending on the input
and the chosen sparse format. In practice, different formats can
lead to significantly different performance outcomes for a given
matrix. However, because these frameworks rely on a fixed format
to represent an input sparse matrix, they cannot adapt to varying
sparsity patterns across different matrices, limiting their ability to
fully optimize performance.

Automatic Format Selection. The second category of work
leverages machine learning techniques for format selection in sparse
computations (e.g. Seer [50], IA-SpGEMM [60], SpTFS [49], Auto-
SpMV [4], AlphaSparse [13], Morpheus-Oracle [48]). For example,
Auto-SpMV [4] introduces an automated framework for optimiz-
ing Sparse Matrix-Vector Multiplication (SpMV) kernels on GPUs.
The framework leverages machine learning to explore the opti-
mization space to automatically select the best-performing SpMV
kernel for a given sparse matrix. Seer [50] is a predictive runtime
framework for sparse format and kernel selection. It uses machine
learning to predict the optimal kernel during execution based on
features such as input size and structure. Seer dynamically selects
the best-performing kernel from a set of candidates, optimizing
for irregular computational patterns. For SpMV, Seer leveraged the
entire SuiteSparse Matrix Collection to gather kernel runtime data.
These approaches typically select a single format that applies uni-
formly throughout the input matrix, ignoring variations in sparsity
patterns. This lack of flexibility prevents an optimal representa-
tion of regions with different sparsity characteristics. In addition,
they often require large datasets for training to cover a variety of
formats, resulting in significant training overhead.

Composable Sparse Formats. The third category of methods
supports composable formats that partition sparse matrices and
represent each partition using different configurations or formats.
Frameworks in this category include SparseTIR [63], STile [15], and
TileSpMV [36]. Some of these approaches identify sparsity patterns
in the input and adjust their data representation accordingly. How-
ever, they do not automate the format composition process. For
instance, SparseTIR offers a sparse tensor compilation abstraction
that supports composable formats and transformations for deep
learning workloads. SparseTIR depends on an exhaustive search
in the space to identify the optimal configuration of composable
formats, which introduces significant overhead. This requirement
adds complexity and cost to overall performance optimization, par-
ticularly for large and diverse datasets. STile focuses on searching
for hybrid sparse formats tailored to sparse deep learning opera-
tions. It supports selecting from three different formats to represent
various parts of a matrix and employs a cost model to identify
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Figure 2: A workflow overview of LiteForm: 1) an ML model
assesses CELL performance for a matrix, 2) an ML model
determines the number of partitions, and 3) a cost model
helps search for the bucket widths.

the optimal combination of these formats. The cost model is re-
fined through a microbenchmarking process based on the Roofline
model [58]. However, these methods rely heavily on microbench-
marks and require rerunning the kernel multiple times to fine-tune
the configuration, leading to high overhead and extended tuning
times.

3 OVERVIEW OF LITEFORM

The LiteForm framework is designed to optimize SpMM on GPUs by
automatically composing the Composable Ellpack (CELL) format.
The CELL format is a three-level blockwise structure that organizes
non-zero elements across both the column and row dimensions.
In the column dimension, the matrix is divided into partitions. In
the row dimension, rows with similar lengths in a partition are
grouped into buckets. The same number of elements are further
grouped as blocks, which is regarded as a basic workload unit. By dy-
namically adjusting partitions and bucket widths, the format CELL
improves memory access efficiency and load balancing, particularly
for matrices with varying sparsity patterns.

The core of LiteForm is an automated format composition pro-
cess driven by two machine learning (ML) models and an SpMM
cost model. Figure 2 shows the workflow overview of LiteForm.
First, an ML model predicts whether the CELL format will outper-
form fixed sparse formats for a given sparse matrix. Second, for the
matrix in CELL, another ML model determines the optimal number
of partitions. Third, LiteForm utilizes a cost model along with a
search algorithm to compose the buckets and blocks. The search
algorithm uses the cost model to estimate the computation cost
of the buckets and then explores the search space for the optimal
bucket width. Overall, this process allows LiteForm to adapt the
CELL format to the characteristics of the input matrix, improv-
ing computational performance by minimizing padding, reducing
unnecessary computations, and maximizing GPU utilization.

4 COMPOSABLE ELLPACK (CELL) FORMAT

This section introduces the Composable Ellpack (CELL) format, a
three-level blockwise sparse format based on Ellpack. As shown in
Figure 3, the CELL format first evenly divides the columns of the
sparse matrix into multiple partitions. Within each column partition,
rows are organized into different buckets based on the number
of non-zero elements in each row (i.e., the length of row) [35].
Specifically, bucket i has a bucket width of 2! and groups rows
with lengths [ that satisfy 2:~! < [ < 2. Each bucket forms a sub-
matrix in the Ellpack format, with rows padded with zeros to match
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Figure 3: A CELL format example. The matrix is divided
into column partitions. A partition collects the rows within
the same row length (/) range together to form buckets. A
bucket groups the same number of non-zero elements (2%
into blocks. The number 2 is set as one or multiple times of
the maximum bucket width of the partition.

the bucket width. Additionally, for bucket i in a column partition,
every 2~! rows are grouped into a block, and the corresponding
computation is assigned to thread blocks on the GPU. Within a
block, the number of non-zero elements processed is Zk, which can
be set as either one or multiple times of the maximum bucket width.
The computational pattern within a non-zero block is shown in
Algorithm 2. This design enhances data locality and load balancing,
optimizing performance for sparse matrix computations on GPUs.

In the implementation, each element in the CELL format is asso-
ciated with its row index, column index, and value. As shown in
Figure 4, a bucket is represented by three arrays: a row index array
rowlnd, a column index array collnd, and a value array val. For an
element at position [i, j] (where i and j represent its coordinates
in the bucket), the row index from the original matrix is stored in
rowlInd[i], while the column index and value are stored at positions
[i * W + j] in the colInd and val arrays, respectively, where W is
the bucket width. This structure allows extremely long rows to be
split into multiple rows in a bucket when the number of non-zero
elements in the row exceeds the bucket width. In such cases, the
row will appear multiple times in the rowInd array. When different
threads process rows with the same row index, the atomic opera-
tion is added (as shown in line 12). In general, a partition consists
of a list of buckets, and a sparse matrix is represented by a list of
partitions.

The CELL format is designed to enhance computational effi-
ciency on GPUs. First, using column partitions improves granularity
and reduces the padding ratio across the matrix, particularly when
dealing with extremely long rows. Second, row buckets enhance
the regularity of sub-matrices by aligning rows to the same size,
forming blocks that are optimized for GPU processing. Although
SparseTIR [63] introduced the hyb format, which also uses parti-
tions and buckets, it enforces the same set of bucket widths across
all partitions. In contrast, the CELL format allows for different sets
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Figure 4: Data structures in the CELL format. A bucket is
represented by a row index array, a column index array, and
a value array. A row index “+” indicates zero padding.

Algorithm 2: SpMM C;j = A;y - By ; within a CELL block.

Input: number of rows in the block numRowsInBlock,
bucket width W, row indices array rowInd, column
indices array collnd, values array val, number of
columns J in B, dense matrix B

Output: corresponding block in dense matrix C

1 Function SpMMINCELLBlock (numRowsInBlock, W,
rowlnd, collnd, val, J, B):

2 for iBlk = 0 to numRowsInBlock do

3 i = rowlnd|iBlk];

4 forj=0toJ do

5 local = 0;

6 for kBlk = 0 to W do

7 k = colInd|iBlk][kBlk];

8 L local +=val[iBlk][kBlk] = B[k][j];
9 if 'needAtomic then

10 ‘ Cli][j] += local;

11 else

12 L atomicAdd(C[i][j], local);

of bucket widths in each partition, offering greater flexibility to ac-
commodate varying sparsity in the input data, which significantly
improves data locality and memory utilization.

5 AUTOMATIC FORMAT COMPOSITION

This section outlines the necessary steps involved in the automatic
composition of the CELL format in LiteForm. First, the process
begins by determining whether the CELL format is more advan-
tageous compared to a fixed blockwise format. Second, once this
assessment is made, the appropriate column partitions are estab-
lished, Third, LiteForm organizes rows into buckets based on the
number of non-zero elements and forms blocks as the processing
unit, which involves selecting the optimal bucket widths for each
partition to ensure efficient handling of the matrix. These steps
allow LiteForm to dynamically adapt to varying sparsity patterns
within input data, thereby optimizing both memory usage and
computational performance.
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5.1 Assessing the Performance Impact of CELL

The first step in the automatic composition of the CELL format
involves determining whether it offers a significant performance
advantage over fixed formats CSR and BCSR that are representa-
tives of elementwise formats and blockwise formats, respectively.
This decision is driven by a pre-trained machine learning (ML)
model designed to predict whether the CELL format will provide
better computational performance compared to the fixed blockwise
approach.

The ML model is trained using a variety of matrix features and
the history of the execution time of different matrices. The chosen
features are listed in Table 2, which have been used in prior research
to characterize matrices [4, 48, 49, 60]. By analyzing these features,
the ML model can assess whether the flexibility of the CELL format—
with its ability to adjust bucket widths and dynamically partition
the matrix—will lead to improvements in data locality and memory
utilization over the fixed formats.

To gather training data for the ML model, LiteForm executes the
SpMM Kkernel on a carefully selected set of matrices using both the
CELL and the fixed formats. These matrices are chosen from diverse
application domains to cover a broad range of sparsity patterns,
ensuring that the model is trained on a representative sample of
real-world matrices. For each matrix, the execution times for all
formats are recorded. For the CELL format, the kernel is executed
multiple times to identify the configuration that delivers the best
execution performance. Although this tuning process incurs an
initial cost, it is amortized over future uses of the model, ensuring
that the performance gains outweigh the upfront overhead in the
long run. If the CELL format demonstrates a speedup of more than
1.1x compared to both fixed formats, the matrix is labeled “TRUE.
Otherwise, it is labeled “FALSE.” These labels, along with the matrix
characteristics, form the training data set for supervised learning.
This training approach guarantees that the ML model is equipped
to predict, based on the characteristics of the incoming matrices,
whether the CELL format will yield better performance than the
fixed approaches.

Once the model makes a prediction, the composition process
proceeds only if the CELL format is expected to offer a tangible
performance benefit. This ensures that the overhead associated
with configuring the CELL format is justified by the anticipated per-
formance improvements. If the fixed formats is deemed sufficient,
the system avoids unnecessary complexity and computation.

Table 2: Sparse matrix features used to predict whether CELL
offers a performance advantage.

l Feature to Predict Format

number or rows

number of columns

number of non-zero elements

average number of non-zeros per row
minimum number of non-zeros per row
maximum number of non-zeros per row
standard deviation of non-zeros per row
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5.2 Optimizing Partitions in CELL Composition

The CELL format, as a three-level blockwise structure, organizes
non-zero elements across both column and row dimensions. In the
column dimension, the matrix is divided into partitions, which is
especially beneficial for matrices with extremely long rows, as these
partitions break the rows into smaller parts, reducing the overall
padding ratio. In the row dimension, rows with similar lengths
are grouped into buckets, and the same number of elements form
blocks, enhancing the regularity within each processing unit. The
performance of the CELL format for any given matrix depends
on the careful selection of partitions and bucket sizes. Therefore,
optimizing these parameters is essential to maximize computational
efficiency and performance.

Once the CELL format is predicted to outperform the fixed for-
mats, the next step to compose the CELL format is to determine
the optimal number of partitions. Since the number of partitions
is an integer, this problem can be framed as a typical classification
task in machine learning. Using a classification model, LiteForm
can predict the appropriate number of partitions based on the input
data. The features used for the prediction include the density of
the sparse matrix and the size of the dense matrix, as outlined in
Table 3. Density is defined as the ratio of non-zero elements to the
total size of a dense matrix. Through testing, we found that using
density values rather than absolute values significantly improves
prediction accuracy. This is because the design of column parti-
tions is closely tied to the matrix’s sparsity pattern and non-zero
distribution, and density provides more direct information about
the input matrix’s sparsity than raw absolute values. Additionally,
the size of the dense matrix is considered a key feature, as it affects
memory layout and, consequently, the kernel’s performance.

To generate training data for the machine learning classifier, we
run the sparse kernel SpMM on a small set of input matrices, as
described in Section 5.1, while varying the size of the dense matrices
to candidates of 32, 64, 128, 256, and 512 to cover a range of possible
scenarios. The training data is collected by recording the execution
time along with the density features of the sparse matrix and the
size of the dense matrix.

To select the best model for predicting the number of partitions,
we evaluated several machine learning classification models. The
evaluation metrics include not only accuracy but also similarity
between predicted and actual values. This is important because

Table 3: Sparse matrix features to predict the optimal number
of partitions in CELL.

l Feature to Predict Number of Partitions ‘

number of rows

number of columns

number of non-zero elements

average density of non-zeros per row
minimum density of non-zeros per row
maximum density of non-zeros per row
standard deviation of non-zero density per row
product of other dimensions in the kernel
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partition numbers that are close in value tend to produce simi-
lar performance results. For a given sparse matrix and a specific
dense matrix size, the similarity between the predicted number
of partitions p and the actual value p is measured as the relative
difference:
lp — 1l

max(p.p) -
For a given sparse matrix across multiple dense matrix sizes (e.g., 32,
64, 128, 256, and 512), the similarity between the predicted partition
vector P and the actual partition vector P is measured using cosine
similarity:

1

similarity = 1 -

pP-P
PP
The similarity measurement can be used as a loss function to
evaluate the machine learning classification models in the sense that
similar partition numbers can lead to similar performance. LiteForm
utilizes the pre-trained model to predict the optimal number of
partitions for an unseen sparse matrix.

@

similarity =

5.3 Optimizing Bucket Widths in CELL
Composition

After partitioning the sparse matrix into column partitions, the next
step in constructing the CELL format is to build the corresponding
buckets and blocks. Each column partition generates its own set
of buckets based on the distribution of row lengths within that
partition. According to the CELL design, the bucket i is assigned a
bucket width of 2!, and rows with lengths I (the number of non-zero
elements in the row) that satisfy 2/=! < | < 27 are placed in this
bucket. Furthermore, every 2k=1 rows in the bucket i are grouped
into a block, which is mapped to a thread block on the GPU. Each
block contains 2X non-zero elements, where 2k is setas a multiple
of the maximum bucket width.

The initial buckets in a partition are constructed based on the
lengths of all rows within that partition. However, this initial con-
figuration may be suboptimal due to the presence of extremely long
rows. The bucket containing these long rows will be assigned the
maximum bucket width, and when rows are grouped into blocks,
the block size is determined by this maximum width. If the max-
imum bucket width is excessively large, many blocks will lack
sufficient non-zero elements, leading to load imbalance when these
blocks are mapped to GPU thread blocks.

To mitigate the impact of long rows, the CELL format allows
a single row to be represented as multiple rows within a bucket,
all sharing the same row index. Specifically, the row index array
rowlInd stores the index of each row in the bucket. When a very
long row is split into multiple rows within the bucket, these are
referred to as folded rows, and they are assigned the same row index
in the corresponding locations of the rowInd array.

For partitions containing long rows, the maximum bucket width
can be set to be smaller than the length of the longest row (still
constrained to powers of 2), allowing these long rows to be placed
in relatively smaller buckets, as shown in Figure 5. To optimize this
process, we propose a cost model to estimate the computation cost
of a given bucket, along with a search algorithm that explores the
space for the optimal bucket width based on the cost model.
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Figure 5: An illustration of how the maximum bucket width
influences the distribution of non-zero elements. A larger
maximum bucket width could have fewer row index accesses
and coarser-grained computation workloads, while a smaller
one could have less zero padding.

Cost Model. The proposed cost model estimates the computa-
tion cost of a given bucket by considering the volume of global
memory loading and storing, as memory access overhead generally
dominates overall GPU computation. The configuration of bucket
widths plays a critical role in determining how rows are distributed
among buckets, which directly affects the number of memory ac-
cesses required.

Consider the Sparse Matrix-Matrix Multiplication (SpMM) opera-
tion that is expressed as Cj; = A - By ; where A;y. is a sparse matrix
and Cjj, By j are dense matrices. The computation is formulated as:

Cli,jl = )" Ali,k] - Blk,j] 3)
k

where 0 < i < 1,0 < j < J,0 <k < Kwith I, J, and K denoting
the dimensions of the matrices. When using the CELL format, each
element A[i, k] in the matrix A is represented not only by its value
but also by its corresponding column index Ind[i, w], where w
refers to the position of the index k within the structure, rather
than its actual column index. Consequently, the SpMM operation
is reformulated as:

Cli, jl = )" Ali,k] - BlInd[i, w], j]. @
k

Based on the definition of the computation, the cost model for
the SpMM task, in terms of a single bucket x, can be defined as the
total cost of performing the matrix multiplication for all non-zero
elements within the bucket.

cost(x) =cost(!) (x) + cost® (x)+ cost® (x) (5)
=2- IOW + [set(Ind[i, w])|J + Atomic - I® J. ()

Here, I (&) represents the number of rows in matrix A within this
bucket when using the CELL format, and I (2) denotes the number
of rows in matrix C that are computed by this bucket. The first
part, costV) (x), represents the cost of accessing the column indices
and values of the non-zero elements in matrix A. It is important to
note that IV and I?) are not necessarily equal, since rows with
a high number of non-zero elements may be split into multiple
rows within the bucket (referred to as folded rows), with the same
corresponding row indices pointing to the output matrix C. Here,
W denotes the bucket width. The second part, cost?) (x), which
is equal to set(Ind[i, w]), represents the set of unique column in-
dices of non-zero elements in this bucket. Thus, it reflects the cost
of accessing the matrix B when performing SpMM for the given
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Algorithm 3: Build buckets for a given partition.

Input: A column partition P of the matrix
Output: Buckets of the partition P
1 Function BuildBuckets(P):
2 buckets = initialize buckets according to row lengths in
P;
3 rW = max width in buckets ; // the right boundary

4 IwW=1; // the left boundary
5 while [W < rW do

6 mW = (IW +rW)/2; // the middle
7 mBuckets = TuneWidth(buckets, mW);

8 mCost = GetAllCost(mBuckets);

9 mBuckets2 = TuneWidth(buckets, 2 X mW);

10 mCost2 = GetAllCost(mBuckets2);

1 if mCost > mCost2 then

/* If the mW’s cost is greater than
the next setting 2xmW’s cost, the
better setting is to the right */

12 W =2 x mW,
13 else
/* The better setting is to the left or
at rw */
14 rW = mW,;

15 fBuckets = TuneWidth(buckets, IW);
16 | return fBuckets;

bucket. The third part, cost® (x), represents the cost of writing the
computed results to the output matrix C. The Atomic represents
the weight of the atomic operation, which becomes necessary when
multiple GPU threads attempt to update the same memory address
simultaneously. This atomic operation ensures the correctness by
serializing access to prevent data corruption.

Atomic operations (shown as line 12 in Algorithm 2) are required
when there is more than one column partition in the matrix A or
when the bucket is the last (maximum) bucket within its partition
(shown as the condition in line 9). In cases where multiple partitions
exist, non-zero elements from the same row in A may be processed
by different GPU threads. Similarly, the last bucket might contain
folded rows that are handled by different threads but correspond
to the same rows in the output matrix C. In both scenarios, atomic
operations ensure the correctness of computation by serializing
access to shared memory. However, these operations introduce
additional memory access overhead due to the additional memory
transactions required [37]. To account for this overhead, we define

P (O]
Atomic = @
cesses compared to a single normal write operation. This results in

the following cost model:
cost(x) =2 - IVW + |set(Ind[i, w])|J + IV J. (7)

Search for Optimal Bucket Width. Based on the cost model
and the design of the CELL format, the bucket width can be adjusted
by either double or half. When the width is doubled, the number
of rows in the bucket I(1) decreases, causing cost® to increase

representing the average number of memory ac-
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while cost(®) decreases. In contrast, when the width is halved, these
factors respond in the opposite direction. There is supposed to exist
an optimal bucket width that is the trade-off between cost?) and
cost®), where any width smaller than or larger than this will lead
to higher overall costs.

For the optimal bucket width for a partition, we propose the
Algorithm 3, which leverages the trend of the cost relevant to the
bucket width. Initially, the buckets are constructed by dividing
the rows according to their length, where the rows with length [
satisfying 271 < I < 2! are placed in a bucket with width 2/ (line 2).
The possible maximum bucket width is set as the current maximum
width of the initial buckets (line 3), and the lower boundary is set
to 1 (line 4). The algorithm then functions like a binary search,
calculating the middle width and its associated cost, and updating
the lower or upper boundary accordingly (line 6-14). The function
TuneWidth() adjusts the maximum width of the current buckets;
GetAllCost() returns the total cost of all current buckets. If the
cost of the middle width mW is higher than the cost of 2 x mW
(line 11), the optimal width should be to the right, otherwise to the
left or at mW. In the end, IW points to the optimal width, and the
algorithm returns the buckets built with this width (line 16).

6 IMPLEMENTATION

We built LiteForm on the SparseTIR framework [63] and use TVM [8]
to generate kernel code. In the CELL format, the blocks in a bucket
are mapped to GPU thread blocks by TVM’s split and bind prim-
itives. SparseTIR would emits multiple CUDA kernels and insert
a horizontal fusion [16, 32] pass to the TVM backend to reduce
extra kernel-launching overhead on the GPU. The powerful ab-
stractions and tools of TVM facilitate the implementation of new
kernels in LiteForm. Additionally, we leveraged scikit-learn [41] to
construct the machine learning models. After evaluating various
models (details in Section 7), LiteForm adopted Random Forrest
model to assess the performance and optimize partitions for CELL
format.

7 EVALUATION

This section provides a comprehensive performance evaluation of
LiteForm. First, we evaluate the performance benefits of the auto-
matically constructed CELL format in comparison to alternative
methods for SpMM. Next, we analyze the overhead associated with
the automatic format construction process. Finally, we present the
results of the evaluation and selection of the most effective machine
learning models to predict both the performance improvements of
the CELL format and the optimal configuration parameters, includ-
ing the number of partitions and bucket widths.

Our experiments were conducted on a system equipped with
Intel Xeon E5-2698 20-core processors, an NVIDIA V100-SXM2-
16GB GPU, 500 GB of RAM, running Ubuntu 22.04.4, and CUDA
12.2. We compared our method with several baseline approaches,
including:

o cuSPARSE [38]: An NVIDIA standard library that provides high-
performance implementations of common sparse operations for
basic linear algebra subroutines.
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Triton [51]: A language and compiler for writing highly efficient

custom deep learning primitives using a tiling-based intermedi-

ate representation (IR). We utilized its block sparse implementa-

tion.

o Sputnik [18]: A library of sparse linear algebra kernels and utili-
ties designed for deep learning applications.

e dgSPARSE [12]: A high-performance library optimized for accel-
erating sparse kernels on GPUs, tailored for machine learning
applications such as GNNs.

e TACO (Tensor Algebra Compiler) [30]: A compiler that generates
efficient code for computations involving both sparse and dense
linear and tensor algebra.

o SparseTIR [63] and STile [15]: State-of-the-art frameworks that
support composable formats for sparse computation.

The input sparse matrices used in our experiments are detailed
in Table 4. The first seven matrices are widely used for testing
operations in graph neural networks (GNNs). The remaining 1,351
matrices, are drawn from the SuiteSparse Matrix Collection [11] that
has at least 2,000 nodes and are selected to cover a broad spectrum
of sparsity patterns and application scenarios. This diverse selection
ensures that our approach is thoroughly tested across various real-
world conditions.

7.1 Performance Evaluation

We evaluated the performance of our framework in comparison
to alternative methods on SpMM, using representative sparse in-
puts from the sparse deep learning domain. The performance is

Table 4: Sparse matrices information

Graph #nodes #edges Density
cora [45] 2,708 10,556 1.44E-03
citeseer [45] 3,327 9,228 8.34E-04
pubmed [45] 19,717 88,651 2.28E-04
ppi [20] 44,906 1,271,274 6.30E-04
arxiv [22] 169,343 1,166,243 4.07E-05
proteins [22] 132,534 39,561,252 2.25E-03
reddit [20] 232,965 114,615,892 2.11E-03

SuiteSparse [11] 2.0K-3.8M 3.1K-300.9M 8.7E-07-0.1

measured as the execution time of the kernel, not including the
overhead of format construction that will be evaluated in the fol-
lowing subsections. Figure 6 displays the normalized speedup rela-
tive to cuSPARSE. Each bar represents the geometric mean of the
speedup achieved for SpMM, with the number of columns in the
input dense matrix varying over 32, 64, 128, 256, and 512. The label
OOM indicates the cases in which the experiment encountered an
out-of-memory error. LiteForm achieved speedups ranging from
1.22X to 3.73x over cuSPARSE, with a geometric mean speedup of
2.06X. The most closely related works to ours are SparseTIR and
STile, which report geometric mean speedups of 1.63x and 1.36X,
respectively, over cuSPARSE. In comparison, LiteForm obtained
1.26X and 1.52X geometric mean speedup over SparseTIR and STile,
respectively. In addition, Triton, Sputnik, dgSPARSE, and TACO
show 0.11%, 1.14X, 1.16X, and 0.49x geometric mean speedups
over cuSPARSE, respectively. Meanwhile, LiteForm demonstrated
18.72%,1.81X%, 1.77%, and 4.18X geometric mean speedup in compar-
iton to Triton, Sputnik, dgSPARSE, and TACO, respectively. Here
Triton uses the BSR format, while cuSPARSE, Sputnik, dgSPARSE,
and TACO use CSR format. For setting its scheduling, TACO took
the combination of six different numbers of non-zeros per warp
and six different numbers of warps per thread block, i.e. 36 different
schedules in total, to run the kernel and used the shortest time as
its final performance.

The key reason why LiteForm significantly outperforms Sparse-
TIR and STile is its ability to accommodate varying sparsity in input
data, which has a substantial impact on GPU performance. Lite-
Form improves data locality and memory utilization by dynamically
adjusting bucket sizes based on the density of different sections of
the matrix, assigning different sizes of the buckets to each partition.
This approach reduces the amount of zero padding, minimizing
both memory waste and computational overhead. Consequently,
fewer unnecessary computations are performed on padded zeros,
leading to a significant improvement in overall efficiency.

We evaluated LiteForm’s performance against SparseTIR using
1,351 matrices with at least 2,000 nodes and varying sparsity pat-
terns from the SuiteSparse matrix collection [11]. Figure 7 illustrates
the normalized speedup of LiteForm relative to SparseTIR in which
SparseTIR employed an extensive auto-tuning technique to deter-
mine the optimal configuration for its composable format. Across
these matrices, LiteForm achieved a geometric mean performance
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Figure 7: Normalized speedup of LiteForm relative to optimal-
tuned SparseTIR using 1,351 matrices with at least 2,000
nodes and varying sparsity patterns from the SuiteSparse
matrix collection.

of 0.99x that of optimal-tuned SparseTIR, with speedups ranging
from 0.19% to 5.21%. The CELL format is designed to handle di-
verse sparsity patterns across different sections of a matrix, making
it particularly useful in domains like machine learning, scientific
simulations, and graph processing. However, it may not always
be advantageous to use CELL in cases where the input matrix ex-
hibits a uniform or highly regular sparsity pattern, such as densely
structured blocks.

7.2 Format Construction Overhead

For sparse inputs in the sparse deep learning domain, we evaluated
the overhead of sparse format construction for SparseTIR, STile,
and LiteForm. The results are shown in Figure 8. Overall, the over-
head introduced by LiteForm is an order of magnitude lower than
the other two methods, with SparseTIR and STile experiencing
geometric mean overhead 65.5X and 42.3X, respectively. SparseTIR
requires an extensive auto-tuning process to find the optimal for-
mat composition, while the overhead in STile stems from executing
microbenchmarks to search for the best format composition for
each matrix. In contrast, LiteForm’s overhead primarily comes from
three sources: 1) the inference cost of the ML model to determine
if the CELL format outperforms a fixed blockwise format, 2) the
inference cost for predicting the optimal number of partitions, and
3) the search cost for determining the optimal bucket width. We

Table 5: Overhead and accuracy of the tested ML models for
predicting performance improvement of CELL format.

name training(s) inference(s) accuracy precision recall f1
Random Forest  0.2859 0.0079 88.92% 88.92% 88.92% 88.92%
KNeighbors 0.0024 0.0127 79.31% 7931% 79.31% 79.31%
Linear SVM 0.0849 0.0098 67.00%  67.00% 67.00% 67.00%
RBF SVM 0.0856 0.0199 73.40% 73.40% 73.40% 73.40%
Gaussian Process 346.2509 0.0697 84.24%  84.24% 84.24% 84.24%
Decision Tree 0.0292 0.0004 85.96% 85.96% 85.96% 85.96%
Neural Net 2.8343 0.0016 66.50% 66.50% 66.50% 66.50%
AdaBoost 0.1828 0.0079 86.45%  86.45% 86.45% 86.45%
Naive Bayes 0.0018 0.0004 63.30% 63.30% 63.30% 63.30%

QDA 0.0022 0.0004 66.75%  66.75% 66.75% 66.75%
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Figure 8: Overhead comparison: SparseTIR’s auto-tuning pro-
cess, STile’s format searching mechanism, and LiteForm’s
format construction process.
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Figure 9: Overhead comparison: SparseTIR’s auto-tuning pro-
cess and LiteForm’s format construction process.

argue that the time spent generating training data and training ML
models can be amortized over future executions.

Figure 9 shows the overhead comparison using SuiteSparse ma-
trices between SparseTIR and LiteForm. In most cases, SparseTIR’s
auto-tuning overhead is orders of magnitude larger than LiteForm’s
inference and searching overhead. Overall, the geometric mean ra-
tio of SparseTIR’s overhead to LiteForm’s is 1150.2X.

Table 6: Overhead and accuracy of the tested ML models for
predicting the optimal number of partitions in the CELL
format. cos_sim stands for cosine similarity.

name training(s) inference(s) accuracy precision recall fl  cos_sim
Random Forest ~ 0.4778 0.0127 87.30% 87.30% 87.30% 87.30%  0.77
KNeighbors 0.0046 0.0321 82.98% 82.98% 82.98% 82.98%  0.23
Linear SVM 0.2273 0.0244 82.45% 82.45% 82.45% 82.45%  0.25
RBF SVM 0.5688 0.0692 82.56% 82.56% 82.56% 82.56%  0.25
Gaussian Process 1481.1395 24.0115 82.56% 82.56% 82.56% 82.56%  0.25
Decision Tree 0.0200 0.0005 85.40% 85.40% 85.40% 85.40%  0.77
Neural Net 3.0432 0.0017 82.45% 82.45% 82.45% 82.45%  0.25
AdaBoost 0.1952 0.0106 82.13% 82.13% 82.13% 82.13% 0.25
Naive Bayes 0.0025 0.0008 56.41% 56.41% 56.41% 56.41% 0.29
QDA 0.0036 0.0011 0.21% 0.21% 0.21% 0.21% 0.25
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Figure 10: Impact of training set size on prediction accuracy
for CELL format selection and optimal partitions.

7.3 Prediction Performance

To identify the most suitable machine learning models to assess the
performance benefit of the CELL format and predict the optimal
number of partitions, we experimented with 10 commonly used
classification models [44]. Table 5 lists the classifiers tested and
presents their performance in terms of both overhead and accuracy
when predicting whether the CELL format provides a performance
improvement for a given input. To test these models, we used 80%
of 514 matrices from the SuiteSparse collection as the training set
and the remaining 20% as the test set. Among the classifiers tested,
Random Forest achieved the best accuracy of 88.92% with a train-
ing time of only 0.28 seconds. Consequently, we selected Random
Forest as the format selection model due to its ability to provide
the highest prediction accuracy while maintaining relatively low
training overhead.

We also evaluated the same models to predict the optimal num-
ber of partitions in the CELL format. Table 6 presents the overhead
and accuracy of these models. During model evaluation, we con-
sidered not only accuracy but also similarity metrics to select the
most suitable model for our objective. Using a metric like cosine
similarity proved particularly advantageous in predicting the opti-
mal number of partitions. Although exact predictions are preferred,
it is equally important that incorrect predictions remain close to
the groundtruth. By applying cosine similarity, the model priori-
tized predictions near the correct value, ensuring that even slight
deviations resulted in minimal performance loss. Based on these
criteria, we selected the Random Forest model for use in LiteForm,
as it achieved a high accuracy of 87.30% with a training time of
0.4748 seconds and demonstrated a strong cosine similarity to the
groundtruth.

To demonstrate the relationship between prediction accuracy
and the training set size, we evaluated the final selected ML models
using progressively larger datasets. As shown in Figure 10, the
Random Forest model achieved accuracy over 80% even with just a
few hundred data points. As the size of the training data increased,
the model’s accuracy approached 90%, highlighting the significant
impact of larger training sets on improving the model’s accuracy.
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Figure 11: The reflection from the cost model value to the
GPU compute throughput and execution time. The bucket
width incluences the cost value. When cost value is the lowest,
the GPU compute throughtput reaches the highest and the
execution time is the shortest. All value are normalized to
put on the same y-axis scale.

7.4 Cost Model Performance

To evaluate the effectiveness of the cost model in predicting kernel
performance, we tested the reddit data set with various bucket con-
figurations. Figure 11 illustrates how the maximum bucket width
impacts the cost model value, GPU compute throughput [39], and
execution time, with all values normalized for comparison on the
same y axis. The results show that when the maximum bucket width
is set to 28, the cost value is minimized, GPU throughput reaches
its peak, and execution time is shortest. This alignment between
the cost model and the actual performance confirms that the cost
model accurately reflects the kernel’s efficiency. Consequently, in
Algorithm 3, the bucket configuration that produces the lowest cost
would deliver optimal performance.

8 LIMITATIONS

LiteForm is designed to provide lightweight, automatic selection
and composition of sparse formats with minimal overhead. Cur-
rently, the framework has some limitations. First, LiteForm needs
historical performance data to configure the CELL format optimally,
which may cost hours, and it requires model retraining for new
architectures or kernels. Using transfer learning [56] in the future
may reduce the necessity of retraining from scratch. Second, Lite-
Form’s performance depends on historical data, which may not
cover scenarios like a large number of partitions or extremely wide
buckets. Expanding the data set or using generalized prediction
techniques could address this problem. Lastly, LiteForm currently
does not utilize Tensor Cores on GPUs to further boost performance.
Incorporating Tensor Cores support in the future could unlock ad-
ditional performance improvements, particularly in deep learning
workloads.

9 RELATED WORKS

In addition to the ones mentioned in Section 2.2, there are other
works on optimizing SpMM and other sparse computations on
GPUs, which utilize various optimization techniques.
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ML-guided Prediction. There are some works that also use
ML models to guide the optimization of sparse computations. DA-
SpMM [10] uses the gradient boosting framework LightGBM [28] to
select the best loop designs for Sp)MM. DDB [65] uses an ML model
to find optimal SpMM strategies not on GPUs but on hardware with
dedicated matrix-multiply units. WISE [64] is an ML framework
that predicts the performance of different sparse matrix-vector
multiplication (SpMV) methods.

Blocking and Tiling. Blocking and tiling partition the com-
putation and memory access of non-zero elements for better data
reuse and load balancing. 1D-VBR [1] uses dynamic row groups
in a fixed column grouping (with single columns) to partition the
matrix into blocks of one column. It then uses a micro-benchmark
to configure the block size. AspT [21] divides a sparse matrix in
the CSR format into row panels. Within each row panel, column
segments are classified as sufficiently dense or not according to
a threshold determined by micro-benchmarking using synthetic
matrices. SparseRT [55] aims to accelerate deep learning inference
on GPUs. For SpMM, it first treats a sparse matrix as a dense matrix
and then explores different tiling strategies. For each of those tiling
strategies, SparseRT rebalances and removes computations that
involve zeros in the original sparse matrix to obtain an optimized
executor code. Yang et al. [62] propose hybrid blocking strategies
for SpMV to adapt to various data localities. Anzt et al. [3] uses a
modified sliced Ellpack format which blocks a set of vectors and
processes them simultaneously. Yang et al. [61] extend two tiling
strategies (row-splitting and merge-based) in SpMV for the SpMM.

Workload Balancing. Merrill and Garland [34] adapt the fine-
grained MergePath decomposition [40] to merge two sorted lists,
allowing them to distribute balanced workloads among the process-
ing elements for SpMV. HP-SpMM [14] ensures that the non-zero
elements for each warp belong to the same row as much as possible
while achieving load balancing to reduce global memory accesses
for GNN training. GNNAdvisor [54] proposes partitioning and
thread alignment methods for workload management to reduce
inter-node workload imbalance and redundant atomic operations.
Anzt et al. [2] compare four sparse representation formats with
different work balancing strategies for SpMV. In addition, there are
other optimization techniques including reordering [27], thread
coarsening [23], and vectorization [19].

10 CONCLUSION

This paper presents LiteForm, a lightweight framework for auto-
matic composition of the CELL format, a flexible three-level block-
wise structure to optimize SpMM on GPUs. The CELL format orga-
nizes non-zero elements into column partitions, row buckets, and
non-zero blocks, adapting to matrix sparsity patterns to enhance
memory efficiency and load balancing. The automatic composition
of the CELL format is driven by machine learning models and a cost
model. Pretrained ML models determine optimal partitions based on
matrix density and size, while the cost model adjusts bucket widths
by analyzing memory access and overhead, ensuring efficient block
distribution across GPU threads. By merging predictive and cost-
driven strategies, LiteForm automates the configuration of the CELL
format, improving performance across diverse matrix structures
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and minimizing manual tuning. Thus, LiteForm is an effective solu-
tion for optimizing sparse matrix operations in various workloads.
Our SpMM experiments show that LiteForm achieves a geometric
mean speedup of 2.06%, 1.81%, 1.77X, and 4.18X over cuSPARSE,
Sputnik, dgSPARSE, and TACO, respectively, and speedups of 1.26x
and 1.52X compared to state-of-the-art SparseTIR and STile, respec-
tively. In the future work, we plan to extend LiteForm’s design to
various sparse computational kernels and even for multiple GPUs.
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